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. INTRODUCTION ficient execution of the given application. We refer to this

With th id th in tetherl abl i process adpplication Mappingor Instantiation Note that
! € rapid growth in tetheriess portable Compuling, o ;¢ es here are different from those in simple service

antql vv'l’r_eless netwc;rklng gachnok?[gy, ﬁ.UbIQUItﬂUS Comdiscovery since we are concerned with the discovery of all
PUtng-1s corr|1||ng %. Tger'] horpora €0 'CSS’ coflege ﬁ‘irpésources needed for the execution of the entire applica-
puses, as wetl as hi-lech nomes are embracing suc pt%ﬁ while obeying the constraints specified in the resource

nologies gradually. Specifically, wireless LAN suppor raph. We also need to measure the performance of the

which is one of the first concrete steps towards achievi di1al execution process as a function of several system
ubiquity in computing has been growing at a fast paCSarameters

recently. A case in point is the Carnegie Mellon Uni-

versity campus where there are 400 wireless network ac- ||| M ETRICS FORPEREORMANCE EVALUATION

cess points enabling coverage for the entire campus, in- o _ _ _
doors and outdoors. As computing becomes truly ubi _In_an app_llcanon execution framework mennoned'ls
uitous, more resources are available to perform commsRction Il, itis essential to lay down system level metrics
user tasks (as well as more esoteric ones). This impli¥8ICh can quantify success or failure of achieving a par-
that in such environments, there are more choices of fEMIar ubiquitous computing task. We list some metrics,
sources for performing these tasks. In this position pap@f)ich we believe can help in the process of performance
we describe specific metrics as well as system paramefgfdluation of such applications, below.

that are necessary for quantifying success of dynamic éx-Application mapping time: Time taken to map an ap-
ecution of entire user applications or tasks in ubiquito@ication characterized by a resource graph onto a set of
computing environments where different services are guitable devices which will actually execute the applica-

fered by several categories of devices. tion.
2. Application mapping efficiency. The following sub-
Il. WHAT TO QUANTIEY ? metrics can evaluate different aspects of the mapping effi-
ciency.

We believe that efforts should be spent on quantifyinga) Average/Maximum Dilation: Each edge of the re-
the performance of the execution of a complete user tashurce graph can get mapped onto a multi-hop shortest
at hand, not just that of a certain service discovery stepgath on the ubicomp network. This measures the av-
the task. In ubiquitous computing environments, seveggage/maximum stretch when the mapping is completed.
devices, specialized or multipurpose, can participate in td®viously, this value is greater than 1. Now, each edge
execution of the task. Also, there are likely to be multiplef the resource graph can have weights signifying require-
occurrences of devices that offer similar services, hencenents for that particular association. These weights are
user need not be bothered about the choice of particular figictions of characteristics such as data rate, relative im-
vices that participate in the task, as long as it is completgértance in overall task, error tolerance etc. A low dilation
successfully. Therefore, thguality of the overall choice mapping is good since if most required devices are located
of devices that participate in a task needs to be quantiﬁ(ﬂbarby, the chances of achieving high overall throughput

A user specifies the structure of an application by meaaie greater.
of aresource grapleonsisting ohodesepresenting “logi- (b) Node Congestion A mapping with low dilation
cal” computing resources amtdlgegepresenting data flow can suffer from bottleneck paths passing through a sin-
dependencies or other requirements such as physical pigig-device or a few devices. Minimization of this metric
imity between nodes, to facilitate the application [1]. Aéncourages mappings with lesser number of paths pass-
runtime, particular instances of devices/resources needng through bottleneck devices. Hence this automatically
be selected from among multiple available instances for &klps in load balancing.



(c) Messaging overhead Number of messages ex-source graph, structure of the resource graph - whether it
changed between devices during the establishment df a tree or not)

mapping. Broadcast based solutions tend to have a highNumber of instances of resources in the ubicomp net-
message overhead although they are usually better suitentk with similar capabilities or attributes.
for highly mobile networks. 5. Number of different task instances (of same or different
3. Resilience of Application mapping to Device Mobil- tasks) running simultaneously on the ubicomp network.
ity : Mobility of devices can cause network partitions an6. Fraction of the devices in the network that rely on a
therefore, application outages. The following set of metsireless access point for routing (rest use ad hoc routing).
rics measure the impact of device mobility on an applic@: Average data rate required by the distributed applica-
tion mapping. tion.

(a) Frequency of Application Disruption: The rate at 8. Background traffic patterns ranging from low load to
which an application is disrupted due to network partireavy load.
tions. 9. Mobility patterns of users and other service providing

(b) Application Recovery Time: Time taken to discover devices ranging from random to highly predictable. Par-
replacement devices for re-mapping the affected partsticular parameters in this context are: (a) Speed of motion,
the resource graph + time to perforstate migrationto and (b) Frequency and duration of pauses in mobility.
these new devices.

(c) Average Connected time Time for which an appli- V. CONCLUSION
cation runs without any disruptions. In this position paper, we presented several applica-
4. Application performance after mapping: These set tion level metrics for evaluating the performance of a dis-
of metrics attempt to measure how well an application eibuted task on a ubicomp network. We also described
ecutes after all the required resources have been discoves@tie relevant system parameters that should be varied dur-
and instantiated. ing the experimentation process. We note that different

(a) Average Effective Throughput Fraction of ADUs distributed applications on a ubicomp network may have
received by intended recipients of the ADUs that weuifferent levels of tolerance with respect to the metrics pro-
supposed to be received under perfect network conditiopgsed in this paper. e.g., some applications may be able to
This is a normalized metric and can attain a maximutolerate large delays due to re-mappings but not data loss.
value of 1. Mobility of devices can cause network partHence a designer of a particular application should keep
tions which can result in task disruptions, hence lowering mind the relative importance of these metrics for that

this. This can be an indicator of data loss. application.
(b) Average number of Re-transmissionsSince appli-
cation data can be lost because of disruptions, buffering REFERENCES

and re-transmissions may be required at data sources. THi$. Basu, W. Ke, and T.D.C. Little, “A Novel Task Based Approach
metric measures the number of times a data unit is neededfr iuf’ggt:\;l‘g LDiTS”i:]JUFedI Qpp”ca“:gso?gz'\zf'ogﬂ'ﬁ Aé% Oqoc Net-
to be re.-transr.mtted be.fo.re successful reception by an in- m(t)p::/jaazzler.bu.egZJ:tI)(;Zu/reers)g;t}ch/TR-O72(21200):/L.ps.gz.
tended instantiated recipient.

(c) Average Data Delay The amount of time that
elapsed between the sending of a data unit and its success-
ful reception at an intended recipient. This may include
the recovery time after a disruption.

IV. VARIATION OF SYSTEM PARAMETERS

For every application, a subset of the above metrics
should be measured for a combination of values of the fol-
lowing system parameters (whichever are relevant):

1. Number of devices in the network — this relates to area
density, richness of network connectivity etc.

2. Number of devices that need to participate in a particu-
lar application (number of nodes in the resource graph).

3. Complexity of relationships between nodes of the re-
source graph of an application (hnumber of edges in the re-



